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ABSTRACT 
One of the important issues in Gravity and Magnetic prospecting is to separate regional and residual anomalies. 
Determination of this separation between them is also crucial. Markov Random Fields (MRF) method is used to 
distinguish these anomalies. The most important property of this method is to make use of stochastic characteristic 
in neighborhood and 2D view. MRF does not need any training before use. This method is first applied to magnetic 
anomaly map consisting of prisms. After application, MRF method gives satisfactory results. We use Iskenderun 
Bay magnetic anomaly map to determined off-shore fault lines. According to our results, we reveal fault lines along 
Iskenderun Bay. 
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INTRODUCTION 
One of the most important effects in the interpretation of 
potentially sourced anomaly maps is to remove unwanted 
noise. In other words, the separation of near-surface 
(residual) and deep (regional) effects from each other is 
the most important problem in our studies. Another 
important factor in interpreting the maps of potential 
origin is the determination of discontinuity limits.  
 
Therefore, in this study, Markov Random Fields (MRF) 
method, which is frequently used in filtering processes in 
electronics engineering, was applied to magnetic anomaly 
map from naturally sourced fields. In order to test the 
success of the method in synthetic fields, a model structure 
consisting of prismatic structures with different depths, 
coordinates, Inclination, Declination, and Susceptibility 
was used. Successful results were obtained in the model 
study from the MRF method. As the field application, the 
airborne magnetic anomaly obtained by Mineral Research 
and Exploration (MTA) of Iskenderun Bay was used. The 
most important feature of the MRF method is that it makes 
use of the stochastic structure of the two-dimensional 
image with neighborhood relations.  
 
In addition, the MRF method does not require pre-training 
and therefore our data loss is reduced. Realized the first 
application of the MRF approach to two-dimensional 
images [1; 2; 3; 4]. As is known, Turkey is located on active 
tectonic therefore consists of a large number of influential 
earthquakes. In this study, the discontinuity boundaries of 
the aerial magnetic anomaly map of the Iskenderun region, 
which is a continuation of the Eastern Anatolian Fault 
(EAF) line, were determined by the MRF method and 
evaluated together with the seismic activity there. For this 
reason, the region has attracted the attention of many 
geologists and the tectonic discussions of the region still 
continue. In the GPS studies carried out in the region, 
information about the speed and directions of movement 
for 3 different plates in the region was given. [5; 6]. They 
followed the seismological movements of the major 
earthquakes that occurred in the region.  

 
 
They examined the characteristics of the faults that 
dominate the region and the active tectonics of the region 
[7; 8; 9; 10; 11]. 
 
MARKOV RANDOM FIELDS METHOD (MRF) 
In this study, the magnetic anomaly map is assumed to be 
a finite N1 x N2 rectangular lattice of pixels defined as, 
 

 21 1,1:),( NjNijiL = .  

 
Thus, the anomaly map can be considered as a matrix with 
N1 x N2 pixels.  A collection of subsets of L de 
 

 LLji ijij =  ,),(:                               (1) 

 

is a neighborhood system on L if and only if ij  the 

neighborhood of pixel (i,j) is such that, ijji ),(  

if  ijlk ),(  then  klji ),(  for any Lji ),( . 

The cliques are the subgroups of the mth order 

neighborhood system, {
m }.  A hierarchically ordered   

sequences of neighborhood systems that are commonly 
used in modeling are first and second neighborhood 

structures; },{},{ 2121
ijij  = , respectively as in 

Figure 1 [2]. 
 

First neighborhood, }{1 l
ij =  consists of the closest 

four neighbors of each pixel known as the nearest-
neighbor model and is shown in Figure 1.  Second 

neighborhood, }{ 22

ij =  consists of eight pixels 

neighboring (i,j) as in Figure 2.  The cliques related with a 

lattice-neighborhood pair ),( L , denoted by c, is a 

subset of L such that scribed as, c consists of a single pixel, 
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or for cjilkji  ),(),,(),(  and clk ),(  implies 

that klji ),( . 

The collection of all cliques of ),( L  is denoted by C = C 

),( L . In some cases, only some of the cliques are more 

effective in the evaluation of a given pixel. Hence, these 
cliques can be selected as subgroups for a given 
neighborhood system. The cliques, except the single pixel 

clique, associated with 
2  are defined as,  

We can rewrite expression (2) in terms of labeled pixels as, 
 

 
 
FIGURE 1: Hierarchically arranged neighborhood system [2]. 
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We can rewrite expression (2) in terms of labeled pixels as, 
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FIGURE 2: Neighborhood systems 
1  and 

2 and their 

associated clique types. 

In Expression (2), the first term viz.,  
**








means that 

the clique is composed of two pixels which are left and 
right neighbor of the original pixel. This clique includes 

pixels; { 1u , 2u } as in the first term of Expression 3, 

 
uu 21
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Expression (3). Again, the last term of Expression 2, viz., 


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 means { 4321 ,,, vvvv } pixels are the elements of 

the clique, 



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vv

vv
.  The elements of all cliques with 

different neighborhood levels as shown in Figure 3, can be 
found easily in the same way [12].   
 

 
 

FIGURE 3: Neighborhood system of   
2 .  Here is observed 

pixel, { 4321 ,,, vvvv } are corner pixels and { 4321 ,,, uuuu } 

are left, right, up, down pixels [2].  
 
Correct estimation and removal of the regional field from 
initial field observations yields the residual field produced 
by the target sources. Here, we wish to separate magnetic 
anomaly map Y= {Y ij} and evaluate residual anomaly,  
X= {X ij}.  X is defined on L, has Gibbs Distribution (GD) or 
can be considered as equivalent to a Gibbs Random Field 

(GRF) with respect to   if and only if its joint distribution 

is of form, 

)(1
)( xUe

Z
xXP −== ,                                                          (4) 

where,  )( xXP =  is the probability of residual anomaly 

map X, taking a specific quantization level value of x,      




=
Cc

c xVxU )()( , defined as energy function,  

:)(xVc  potential associated with clique c and 

 −=
s

xUeZ )(
: Partition function, which is simply a 

normalizing constant. 
 
So, the objective now is to have an estimation rule, that is, 
an algorithm, which will yield x* that maximizes the a 

posteriori distribution )( yYxXP == for a given y. 

Applying Bayes’ rule, the a posteriori distribution can be 
written as,
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)( yYxXP == =
)(

)()(

yYP

xXPxXyYP

=

===
   

(6) 
 
Since probability P(Y=y), does not effect maximization, 
P(Y=y) can be ignored and the logarithm of Equation (6) 
can be written as [2],  
 

ln ),( yYxXP == =lnP(X=x)+ln )( xXyYP ==        (7) 

We aim to optimize Equation 7. The two components of the 
joint log-likelihood in (7) can be expressed for MRF as, 

ln 
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c xVZxXP )(ln)(                                   (8) 
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(9)      

where, ( ) mXLjiS ijm == :,  and 
2 is the 

variance of the noisy input image [12]. 

Let s represent (sij) which is the transient quantization 
level of the residual map during optimization at (i,j) pixel, 
defined in Equation (5) and t’ be the vector of neighboring 
values of s,   
 
t’=[u1,u2,u3,u4,v1,v2,v3,v4]T                                                          (10) 
 
where, the location of ui’s and vi’s with respect to s are 
shown in Figure 3. We define indicator functions, 


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 −

=
         otherwise     ,       1   

z      ,      1
),...,,(

21

21

z
zzzI k                      

                                                                                                        (11) 
  is expressed as, 

 − ++ 11   if ,  kkkk zzzz                                        (12) 

 
where   is a positive real value used for approximation. 

Another indicator )(sJm  is defined as, 
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otherwise      ,      1   
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)(

m

m

q
sJ                  (13) 

 
  is expressed as, 
 

− mm qsqs    if ,                                 (14) 

 
using indicators given in Equation (11) and (13). The 
potential function (8) of all cliques that contain (i,j), can be 
expressed the site of  s as,  
  





Cqc

C

m

xVtsV
':

)(),',(                                                      (15) 

 

where   is the parameter vector to be found out. Thus 

both (8) and (9) are defined as a function of s, resulting 

common optimization.    is defined as,  

 
T

M ],,,,,,,,,,..,,[ 14321432121  =                              

                                                                                                        (16) 

where { M ,..,, 21 } parameter set gives the 

information about the similarity of the amplitude value of 
the evaluated pixel (s) and controls the percentage of 
pixels in each region type.  
 

},,{ 4,321  , },,,{ 43,21   and 1  

parameters control the size and direction of separation.  
 
Thus, optimum parameter values of Equation (16) will also 

result to an optimum quantization level set { Mqqq ,..,, 21

} as the output of MRF process. { M ,..,, 21 } set is 

related with { )(),..,(),( 21 sJsJsJ M } as defined in 

Equation (13). To clarify the relationship between cliques 
in Expressions (2), (3) with more than one element and 
control parameters,  
 

},,,,,,,,{ 143214321    

 

of   vector, the below definitions can be done,  
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We can rewrite expression (17) in terms of labeled pixels 
as, 
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The first term    ,
**

1







  of expression (17), shows 

the right adjacent pixel ( 1u ) and the left adjacent pixel  

( 2u ) of the observed pixel (s). This case is also 

represented in the first term of expression (18), as 

   ,
uu

1
21









 . Here 1  parameter shows the 

correlation between ( 1u , 2u , s , mq ), where  { 1u , 2u } are 

adjacent pixels, (s) is observed pixel and ( mq ) is quantized 

estimated value. In the second term, 

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
2 ,

*

*
 of 

expression (16) and 
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
2

4

1
 ,

v

v
   of expression (18), 2  

parameter carries the information of the correlation of
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( 2v , 4v , s , mq ).  Other terms of expressions (17) and (18) 

can be easily evaluated in the same manner. Hence, control 

parameters of the control vector   and their correlation 

between observed pixel, neighbor pixels, quantization 
levels are explained. Now, we can rewrite (15) as, 
 

 )',(),',( tstsV T .                                                    (19)    
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where I,J are indicators given by Equation (11) and (13). 

Suppose )',( tsP  is the joint distribution of random 

variables on 3x3 block centered at (i,j) and P ( 't ) is the 

joint distributions on ij  only [12]. 

 
APPLICATION OF MRF METHOD TO SYNTHETIC DATA  
The MRF method has been used by many researchers in 
various application areas. The MRF method was first used 
as noise analysis [2]. They used the MRF method to 
determine the building boundaries [13; 14; 15]. They used 
the MRF method to locate the remains in archaeological 
sites [16; 17]. 
 

TABLE 1: Parameters of prisms of different sizes. 

 
As a synthetic study, 3 different prismatic structures with 
different sizes are considered. These prisms are in 
different coordinates and 2 prisms are close to the surface 
to create a residual effect, and the other prism is deeper to 
create a regional effect. Prisms have different inclination, 
equilibration and susceptibility values. The total magnetic 
anomaly map created by magnetic prisms with different 
parameters is shown in Figure 4. The MRF output given in 
Figure 4b was obtained by applying the MRF method to the 
total magnetic anomaly map (Figure 4a). 
 

 
 
FIGURE 4: Prisms with different parameters a. Total 
magnetic anomaly map b. MRF output of the total magnetic 
anomaly map of the prisms (Dashed lines indicate possible 
locations of the prisms). 
 

As another synthetic example, a total magnetic anomaly 
map of two perpendicular prisms is given (Figure 5a). Our 
aim in this synthetic study is to reveal the success of the 
MRF method in determining the structure boundaries. The 
MRF method has successfully determined the boundaries 
of two perpendicular prisms as seen in Figure 5b. 
 

 
FIGURE 5: The synthetic model composed of two similar 
perpendicular prisms a) Vertical magnetic anomaly map 
(contour interval is 2 nT). b) MRF output (contour interval 
is 2 nT). 
 
WORK AREA 
Since the Study Area has a very complex structure, it has 
been studied with great interest by most researchers. The 
Eastern Anatolian Fault Zone (EAFZ) is a fault zone starting 
from Karlıova in the northeast and extending to 
Kahramanmaraş in the southwest (Figure 6).  
 
This zone is a NE-SW trending, left-sided strike-slip fault. It 
joins with the North Anatolian Fault Zone in Karlıova and 
with the Dead Sea Fault Zone (ÖDFZ) around Türkoğlu in 
Kahramanmaraş and forms a triple joint here. The region 
has generally been under the influence of DAFZ and ÖDFZ. 
The effects of the three plates combined in this region.  
 
Most researchers have conducted studies on the effect of 
DAFZ in this region (Figure 7). The EAF is a transform fault 
and compresses the Arabian-African and Anatolian-
Eurasian plates with a lateral movement [8; 11; 18; 19; 20]. 
Different researchers have put forward different opinions 
on the continuation of the DAFZ after Maraş. Some of them 
claim that DAFZ extends to Antakya and merges with ÖDFZ 
here [21; 22; 23; 24]. A second view is that the DAFZ 
extends towards the Mediterranean or Cyprus. According 
to another view, the fault zone ends at the triple joint point. 
In this study, it was tried to shed light on the tectonic 
situation of the region by applying the MRF method to the 
map obtained by MTA, which has airborne magnetic 
anomaly in Iskenderun Bay.  
 
The age of EAF has been estimated to be 4-5 (Pliocene) 
million years [23]. The total slip on this fault is 3.5-13 km. 
and 15-27 km considering the displacement of the pre-
Pliocene units. has been proposed [18; 23]. 

 

 
 
FIGURE 6: Tectonic feature of the study area. They stated 
that the DAF has a displacement of 22 km and that the DAF 
has a shift rate of 4-7 mm / year [10]. He argued that most 
of the movement between Arabia and Anatolia was along 
the EAF [8]. They stated that the piece called the main 

b

Parameters Prism 1 Prism 2 Prism 3 

X1; X2 15; 22 28; 34 18; 25 

Y1; Y2 30; 35 10; 15 15; 27 

Z1; Z2 5; 8 4; 6 8; 13 

inclination 67 66 65 

declination 0 5 4 

Susceptibility 0.00194 0.00199 0.00204 
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branch of the EAF starts from the triple joint near Karlıova 
and extends in the southwest direction to the south of 
Türkoğlu [21]. They revealed that the earthquake depths 
here are concentrated between 5-35 km. 
 
When earthquake solutions are examined, it can be seen 
that the dominant faults in the region are strike-slip 
mechanisms with normal slip components (Figure 8). In 
some earthquakes occurring in the Adana region, they 
show full normal faulting characteristics [23; 26]. 
 

 
 
FIGURE 7: An alternative tectonic location map of the 
Eastern Anatolian Fault along the North Eastern 
Mediterranean is given. [8; 11; 18; 19; 20]. (b) Shortenings: 
M.S. Main ARM, Mi S: Middle branch and south branch of SS 
East Anatolian Fault [21]. (c) WSFZ: Ölüdeniz Fault Zone, 
EAFZ: East Anatolian Fault Zone [22; 23; 24]. Dotted lines 
indicate the Turkey-Syria border [25]. 
 

 
 
FIGURE 8: Earthquake activity of Iskenderun Bay and its 
surroundings (red stars, TÜBİTAK-MAM YDBAE catalog 
1999 - 2001 Yellow stars show TÜBİTAK-MAM YDBAE 
catalog 1993 - 2001, dots show USGS catalog (1973-
present)). 
 
The solutions that dominate the region generally have left 
lateral strike-slip and normal-slip components. The region 
is in an earthquake-active place. Airborne magnetic 
anomaly map taken by Mineral Research and Exploration 
(MTA) in the region is given in Figure 9a. When the 
Airborne Magnetic anomaly map is examined, it is seen 
that values up to approximately 1500 nT have been 
measured in Iskenderun Bay. The mixed magnetic anomaly 
values in the Hatay region are thought to be caused by the 

ophyalite structures in this region. It is known that 
ophyalite structures with magnetic properties surface 
here. At the same time, ophyalite structures, which also 
have magnetic properties, create a complex magnetic 
anomaly in the Hatay region. MRF method has been 
applied to the magnetic anomaly map and MRF output is 
shown in Figure 9b. As can be seen in the MRF output, we 
can say that there is an active fault line since there is a fault 
line that cuts through Iskenderun Bay and there are 
earthquakes occurring in this fault line and its branches.  
 

 
 
FIGURE 9: İskenderun Bay and its environs. a) airborne 
magnetic anomaly map (data from MTA) b) MRF printout. 
 
RESULT 
By applying the power spectrum method to the magnetic 
anomaly map obtained in Iskenderun Bay, they made 
depth maps [27; 28] in the Gulf of Iskenderun in Turkey 
sediment studies are conducted to assess the potential 
risks they create dangerous levels of pollution levels and 
environmental elements [29]. In this study, the success of 
the MRF method in border detection and regional residual 
separation was demonstrated in synthetic prisms. Then, 
MRF method was applied to the aerial magnetic anomaly 
map of Iskenderun Bay and is given in Figure 9b. Here, it 
was clearly revealed that there is a fault line in the north-
south direction from the middle of the bay. Considering the 
earthquake activity of the region, it can be predicted that 
this fault line is an active fault and may produce 
earthquakes with magnitudes of 5 or more. 
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