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ABSTRACT 
Nowadays automatic speech recognition (ASR) is an important task for machines. Several applications such as 
speech translation, virtual assistants and voice bot systems use ASR to understand human speech. Most of the 
research and available models are for widely used languages, such as English, German, French, Chinese and 
Spanish. This paper presents the Armenian speech recognition system. As a result of this research developed 
acoustic and language models for the Armenian language (modern ASR systems combine acoustic and language 
models to achieve higher accuracy). RNN-based Baidu’s Deep Speech deep neural network was used to train 
the acoustic model, and the KenLM toolkit was used to train the probabilistic language model. The acoustic 
model was trained and validated on ArmSpeech Armenian native speech corpus using transfer-learning and 
data augmentation techniques and tested on the Common Voice Armenian database. The language model was 
built based on the texts scraped from Armenian news websites. Final models are small in size and can be run 
and do real-time speech-to-text tasks on IoT devices. Testing on the Common Voice Armenian database the 
model gave 0.902565 WER and 0.305321 CER without the language model, and 0.552975 WER and 0.285904 
CER with the language model. The paper aims to describe environment setup, data collection, acoustic and 
language models training processes, as well as final results and benchmarks. 
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INTRODUCTION  
According to Wikipedia [1], automatic speech recognition 
(ASR) is a technology which converts spoken language 
into text. For popular languages, there are many publicly 
available models to do tasks like automatic speech 
recognition. This paper presents the Armenian speech 
recognition system. 
 
Speech-to-text systems are mainly implemented through 
machine learning techniques to generate text from a 
human speech in an end-to-end approach. Some of these 
techniques are not based on neural networks, such as 
Hidden Markov Model (HMM) [2, 3] which is a stochastic, 
statistical model. The best implementation and use of the 
Hidden Markov Model is CMUSphinx [4] open-source 
speech recognition system. 
 
In the recent period, models based on not-neural-
network solutions are replacing by neural networks. 
There are many well-known neural networks for this 
task. Some of them have high-speed performance and low 
accuracy and some of them have high accuracy but a long 
time of processing. One of these neural networks is 
Baidu's Deep Speech [5]. Mozilla’s DeepSpeech [6] is an 
open-source implementation of Baidu’s Deep Speech 
deep neural network. The engine is based on a recurrent 
neural network (RNN) [7, 8] and consists of 5 layers of 
hidden units. 
 
Recurrent neural networks are modern and have a 
tendency to develop and it is preferable to train the 
language model using DeepSpeech or its modified 
version (no need to invent a new bicycle). 
 
 
 

 
 
In the frame of research 2 models will be developed: the 
acoustic model [9] and the language model [10]. The 
acoustic model and language model work together to 
produce better accuracy of prediction. The acoustic 
model uses a sequence-to-sequence algorithm, to learn 
which acoustic signals correspond to which letters in the 
language alphabet (outputs probabilities for each class of 
character, not at the word level). To distinguish 
homonyms (words that sound the same but are spelled 
differently), a language model comes to the rescue. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 1: The principle of the Armenian ASR system.

International Journal of Scientific Advances 

ISSN: 2708-7972 

Volume: 3 | Issue: 5 | Sep - Oct 2022 Available Online: www.ijscia.com  

DOI:  10.51542/ijscia.v3i5.7 

 

 

http://www.ijscia.com/
www.ijscia.com


720 Available Online at www.ijscia.com | Volume 3 |  Issue 5 | Sep-Oct 2022
  
 

International Journal of Scientific Advances                                                                                                   ISSN: 2708-7972 
    

 

The language model predicts which words will follow each 
other in a sequence (n-gram modelling). 
 
The acoustic model defines the relationship between a 
speech audio signal and the phonemes, while the language 
model defines the relationship between language words 
and their sequences in the language. For acoustic model 
training and validating used ArmSpeech Armenian spoken 
language corpus [11, 12] totally of 15.7 hours. For acoustic 
model testing used Common Voice [13] Armenian database. 
 
Language model training is based on the KenLM library 
[14]. KenLM is a Language Model Toolkit that enables build 
an n-gram [15, 16] language model. Necessary data for 
language model training was scraped from Armenian news 
websites articles about medicine, sport, culture, lifestyle 
and politics, and normalized by main normalization rules 
[17]. 
 
RELATED WORKS 
Before proceeding to the actual material, it is necessary to 
carry out research on previous works. This will help to 
understand their achievements, disadvantages and 
advantages and try to use that experience in this work. 
There are many pieces of research for Russian, English, 
German, French and Mandarin Chinese languages. 
 
Aashish Agarwal and Torsten Zesch [18] introduced the 
German ASR system based on DeepSpeech. For acoustic 
model training, they used 3 publicly available datasets: 
Voxforge, Tuda-De and Mozilla Common Voice. All datasets 
are multispeaker. Combined data were split into 70% of 
training, 15 % of validation, and 15% of the test set. For 
training a 3-gram language model Radeck-Arneth et al 
corpus was used, which consists of eight million filtered 
sentences (63.0% Wikipedia, 22.0% Europarl, and 14.6% 
crawled sentences). Table 1 shows the final results across 
three datasets. 
 

TABLE 1: result [18]. 
 

Train Test WER (%) 

Voxforge Voxforge 72.1 

Tuda-De Voxforge 96.8 

Mozilla Voxforge 73.1 

Tuda-De, Mozilla Voxforge 66.2 

Tuda-De Tuda-De 26.8 

Voxforge Tuda-De 98.5 

Mozilla Tuda-De 84.9 

Voxforge, Mozilla Tuda-De 83.8 

Mozilla Mozilla 79.7 

Tuda-De Mozilla 94.8 

Voxforge Mozilla 87.1 

Tuda-De, Voxforge Mozilla 80.5 

 
 
 
 

This paper [19] presents the Russian speech recognition 
system again based on DeepSpeech. Used datasets are: 
 

• ‘yt-vad-1k’: 1000 hours of audio recordings extracted 
from videos on YouTube (by over 1000 people in a 
variety of recording conditions and with varying degrees 
of background noise), 
 

• ‘voxforge-ru-clean’: 11.5 hours of audio-transcripts pairs, 
 

• ‘yt-vad-650-clean’, 650 hours labelled audio. 
 

The best result is a 22% word error rate (WER) in the case 
of training on yt-vad-1k-train and yt-vad-650-clean-train 
datasets and testing on voxforge-ruclean-test set (with use 
of the LM language model). 
 
SPEECH CORPUS 
As mentioned above an acoustic model represents the 
relationship between an audio signal and the phonemes or 
other linguistic units. The acoustic model learns language 
features from the corpora which contain the set of audio 
recordings and corresponding transcripts. So, the acoustic 
model is the final output of the neural network that must 
perform the speech-to-text operations. 
 
Training speech-to-text engines with multi-speaker 
corpora give the ability to extract all the features of 
language and increase the efficiency of the system when it 
is used by users of different genders, ages, timbres and 
accents. 
 
The dataset used for acoustic model training and 
validation is ArmSpeech [11, 12], which is an Armenian 
Spoken Language Corpus totally 15.7 hours. 
 
ArmSpeech is a free speech corpus, in which audio clips are 
extracted from free-to-use and publicly available 
Armenian audiobooks or recorded by voice volunteers. 
Data were split into 80% of training and 20% of validation 
sets. Figure 2 shows the ratio of male and female speeches 
in the ArmSpeech corpus. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 2: ratio of male and female speeches  
in the ArmSpeech corpus [11, 12]. 

 
Statistics of the two releases of ArmSpeech and other 
related information are presented in Table 2.

TABLE 2: statistics of ArmSpeech corpus [11,12]. 
 

Specifications 
ArmSpeech first 

release 
ArmSpeech second 

release 
Two releases 

together 
Total duration 11:46:26 04:00:52 15:47:19 
Minimum sample duration 0.72 seconds 0.62 0.62 
Maximum sample duration 10.00 seconds 13.96 13.96 
Mean sample duration 6.8 seconds 2.7 4.9 
Total number of samples 6206 5378 11584 
Total number of unique sentences  
(words or phrases) 

6205 4838 11026 

Total symbols 414685 160729 575414 
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Specifications 
ArmSpeech first 

release 
ArmSpeech second 

release 
Two releases 

together 
Minimum number of symbols in samples 2 1 1 
Maximum number of symbols in samples 144 135 144 
Mean number of symbols in each sample 66.82 29.89 49.67 
Total words 80632 26039 106671 
Unique words 16847 9391 23062 
Minimum number of words in samples 1 1 1 
Maximum number of words in samples 31 19 31 
Mean number of words in each sample 12.99 4.84 9.21 

For acoustic model testing used the Common Voice [13] 
Armenian database. The Common Voice corpus is a 
multilingual speech corpus consisting of audio-transcript 
pairs. 
 
Both ArmSpeech and Common Voice contain mono-
channel, 16-bit audio clips with a 16000 Hz sampling rate 
and 256 kbps bit rate. Audio samples are in WAV (lossless 
compression) format. 
 
ACOUSTIC MODEL PREPARATION 
As the acoustic model results from the neural network 
training process, it is essential to describe the structure 
and fundamental components of NN used for making an 
acoustic model. In the frames of research used Mozilla’s 
DeepSpeech [6], which implements Baidu’s Deep Speech 
ASR [5] and uses TensorFlow. It is a deep recurrent neural 
network (RNN) [7, 8] composed of 5 hidden layers and 
performs supervised learning tasks. 
 
 

Neural network hidden layers are: 
 

• the first layer (fully connected layer), which input 
parameters are MFCC [20, 21, 22, 23] features 
(coefficients) extracted from audio. Uses ReLU [24, 25] 
activation function (ReLU(x) = max (0, x)), 
 

• the second and third layers are fully connected layers, 
which also use the ReLU [24, 25] activation function, 
 

• bidirectional RNN layer (LSTM [26, 27] cells with tanh 
activation), 
 

• ReLU. 
 
Fully connected layer (output layer) that uses a softmax 
activation for normalization outputs probabilities for each 
character in the language’s alphabet. 
 
Figure 3 shows the architecture of Mozilla’s implementation 
of Baidu’s Deep Speech.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
FIGURE 3: the architecture of Mozilla’s implementation of Baidu’s Deep Speech [6].
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During audio processing, the system (Deepspeech) gives 
a probability for each character from the language 
alphabet. Then the system uses Connectionist Temporal 
Classification (CTC) [28] to improve the accuracy of the 
prediction. 
 
LANGUAGE MODEL PREPARATION 
It is a common approach to improve the accuracy of 
predictions of language acoustic models by using a 
statistical language model [10]. A statistical language 
model is a probability distribution over sequences of 
words and is used to give probabilities to words and 
phrases based on statistics from training data. The 
language model provides context to distinguish between 
words and phrases that sound phonetically similar. 
 
The language model is an n-gram model [15, 16]. For the 
language model training, the data, which is a text file 
(sentences) should be very large and include all areas of 
language use to ensure higher accuracy and transcription 
of the text of any aspect of life. That's why it is preferable 
to collect language model resources from books, news 
articles, etc.  

After collecting, this text data must pass the normalization 
stage. During this stage all punctuation marks must be 
removed, digits and dates must be replaced with their 
alphabetical representation and the text must be 
converted to lowercase. This can be done either manually 
or by an automation application, which must be developed 
by taking into account language specifications, grammar 
and rules. 
 
Mozilla DeepSpeech uses the KenLM toolkit [14] to make 
queries to the language model [10, 29]. KenLM is a library 
which implements PROBING and TRIE data structures. 
According to the KenLM paper PROBING data structure 
uses linear probing hash tables (ensures high speed) and 
the TRIE data structure is a trie with bit-level packing. 
 
For most common English speech-to-text models the 
language model trained with KenLM uses the LibriSpeech 
normalized LM training text [30], which contains millions 
of lines of English sentences. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 4: n-gram model.
 
The text for language model training was scraped from 
Armenian news websites articles about lifestyle, music, 
culture, politics and sport. Scraping was done using a small 
console application written in Python programming 
language. This application also normalized all text by the 
rules mentioned above. The total number of processed 
articles is 1884833. The final result is a text containing 
normalize sentences in 9539350 lines. 
 
TRAINING HYPERPARAMETERS & SERVER 
To improve the accuracy of an acoustic model can be used 
either fine-tuning or transfer learning techniques. 
 
Fine-tuning uses the same alphabet.txt (characters) and a 
set of checkpoints from another model (another acoustic 
model of the same language) to make a new model. 
 

Transfer learning uses the new language alphabet to train 
a model from another language model (neural network 
drops the old alphabet). This technique is the best to train 
a new language acoustic model from another pre-trained 
and similar language. 
 

Armenian language acoustic model was trained using the 
transfer-learning technique [31, 32], which gives the 
ability to drop certain layers from a pre-trained model 
(pre-trained acoustic model for English) and initialize 
those layers for a new language. Mozilla's DeepSpeech 
system allows reinitialising five layers (from end to 
beginning։ the output layer, penultimate layer, LSTM layer 
and the next two fully connected layers) when using 
transfer learning. Onno Eberhard and Torsten Zesch [33] 
in their research have shown that models give the best 
accuracy when dropping 2 or 3 layers. 

 
Also applied data augmentation technique to increase 
dataset size and speech variances. In the frame of 
experiment augmentation types that are used are: 
 

• sample domain augmentation (overlay, reverb, 
resample, codec, volume), 
 

• spectrogram domain augmentation (pitch, tempo, 
frequency mask), 
 

• multi-domain augmentation (time mask, dropout, add, 
multiply). 

 

Training, validation and test batch sizes are 1 (it gives the 
higher effectiveness of training). The total number of 
training epochs is 150 with a learning rate of 0.001. Also 
used Tensorflow’s CuDNN RNN backend for training on 
GPU. The width of hidden layers is 2048. The dropout rate 
for feedforward layers is 0.05. The training was done on a 
machine running 64-bit Linux OS (Ubuntu 20.04 LTS) with 
Intel Core i7-9700 CPU @ 3 GHz. GPUs are one NVIDIA 
GeForce GTX 1660 TUF and one NVIDIA GeForce GTX 1650 
GPU with a totally of 10GB of memory. One epoch (with 
training and validation stages) of acoustic model training 
took approximately 0.9 hours. 
 

RESULTS 
The two most important units of measurement of acoustic 
and language efficiency and accuracy are CER (character 
error rate) [34] and WER (word error rate) [34, 35]. 
 
The WER shows the accuracy of the language model (how 
accurately it recognises a word) [10, 34, 35] and The CER 
shows the accuracy of the acoustic model (how accurately 
it recognises a character) [9, 34].
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Both WER and CER can be computed as [34, 35]: 
 

WER/CER = (S + D + I) / N = (S + D + I) / (S + D + C), 
 
where: 
• ‘S’ is the number of substitutions, 

 

• ‘D’ is the number of deletions, 
 

• ‘I’ is the number of insertions, 
 

• ‘C’ is the number of correct words/characters, 
 

• ‘N’ is the number of words/characters in the reference 
(N=S+D+C). 
 

Both metric takes references (a list of references for each 
speech input) and predictions (a list of transcriptions to 
score) as input and outputs a float representing the 
word/character error rate. 
 
After training the acoustic model first test was without the 
KenLM language model. The test dataset is a multi-speaker 
Common Voice Armenian dataset consisting of 1264 
samples. The acoustic model gave 0.902565 WER and 
0.305321 CER. The WER and CER are poor because wasn’t 
used the language n-gram model. 
 
Figure 5 shows training and validation loss curves (loss 
shows the difference between prediction and the expected 
output), which are going down over time.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 5: loss diagram of training and validation epochs.
 

After building the KenLM language model and testing on 
the same common voice dataset 2 models together 
(acoustic and language model) gave 0.552975 WER and 
0.285904 CER. 
 
CONCLUSION 
In the frames of research developed an Armenian-
language speech recognition system that delivers the WER 
of 0.552975 and CER of 0.285904. Both acoustic and 
language models are small in size and can be used on IoT 
devices to do simple speech-to-text tasks. It is planned to 
fine-tune the models with additional Armenian datasets 
and improve the accuracy and performance of the models. 
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